Version 050218

Jeff’s Quick Non-technical Guide to Uncertainties

Measured Quantities


All measurements with which you may be doing calculations with in the future should be recorded with uncertainties (I’ll denote them  ).   Uncertainties should be your best judgment of the precision of the measurement.  When deciding on , you should consider the apparent resolution of the instrument (# digits), the condition of the instrument, your ability to use the instrument, how the instrument is being used, etc.

Example: odometer distance to my house = 22.3 +/ 0.2 miles

Calculated Quantities

Plug & Chug Formulae.


Suppose the desired calculated quantity f is dependent upon the measured values of quantities x1, x2, x3,…   We represent the calculation as f = f(x1,x2,…). Then
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I like to think of this as a Pythagorean theorem type formula for the ’s but with weighting factors 
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 for each dependent variable.

Quick Example: If the result z is calculated from the formula z = x1 + x2, then 
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Quick Example:  If the result z is calculated from the formula z = x y, then  
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Quick Example:  If  
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Least-square fits.


When we do an experiment and make multiple measurements of two quantities {(xi,yi)} in order to determine a quantity of interest, we usually rewrite the relationship as a line   y = mx + b, with the quantity of interest buried in the slope m.


To discover the best values for m & b, we consider the 2  (chi square) 
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and minimize it with respect to choices for m & b:     
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.  This generates two equations that can be solved to give the best slope and intercept.  Of course we also need to provide estimates for the uncertainties in the slope and intercept by applying the techniques describes in the previous “Plug & Chug” section.


Fortunately, Excel has these operations built into its LINEST function.
To get slope & intercept in Excel, use the LINEST function (linear estimate) instead of  ‘trendline’ in the pull down menu.  The ‘trendline’ does not return uncertainities but it’s OK to use for display purposes.

Slope 


= INDEX(LINEST(y-values,x-values,TRUE,TRUE),1,1)

Uncertainty in Slope 

= INDEX(LINEST(y-values,x-values,TRUE,TRUE),2,1)

Intercept 

= INDEX(LINEST(y-values,x-values,TRUE,TRUE),1,2)

Uncertainty in Intercept 
= INDEX(LINEST(y-values,x-values,TRUE,TRUE),2,2)
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